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ABSTRACT

Flexible AC Transmission System (FACTS) devices, which use high-speed, high-power

semiconductor technology to better control power grids, are expected to be vital components

to regulate an increasingly overburdened and under regulated transmission system. The work

presented here demonstrates that the most general of these devices, the Uni�ed Power Flow

Controller (UPFC), may be able to reduce the kinds of power �ows that lead to cascading

failures. A comprehensive plan to use the UPFC as a theoretical super set of FACTS devices

is proposed, which can be used to signi�cantly harden power grids against both intentional

and natural failures. Finally, a set of techniques for high speed simulation is developed which

can be used in conjunction with the proposed hardening plan to allow it to be scaled to actual

systems.
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SECTION

1. INTRODUCTION

As recent blackouts around the world have shown, modern power grids have subtle

vulnerabilities which make them susceptible to cascading failures, where a minor problem

induces a domino e�ect which disables a signi�cant portion of the system.

Society has become increasingly dependent on electric power systems as one of the

most fundamental energy sources due, in part, to the tremendous reliability that the power

industry has provided thus far. Unfortunately, electric power demand continues to grow while

expansion of the transport system, the power lines that carry power from the generation

facilities to consumers, has stagnated due to economic and environmental concerns.

The Electric Power Research Institute, an industry research consortium, has advocated

the use of recent developments in high power semi-conductor technology in a family of new

devices collectively called Flexible AC Transmission System (FACTS) devices. These provide

new control modes as well as greater control accuracy and better response time than more

traditional devices, which were often electromechanical in nature.

Although many of these devices are currently in use, the devices are primarily being

used as replacements for older components and the new control capabilities are still being

under utilized. The work included here comprises a number of components that are necessary

to speed the adoption of this new technology. The �rst paper is novel in that it presents a

simple metric to evaluate power grid health, then uses a simple model of a Uni�ed Power

Flow Controller (UPFC) to optimize the metric. Test results demonstrate that the metric

outperforms a technique based on the maximum �ow through a traditional graph. Most

importantly, although the model used is simplistic, the paper provides empirical evidence of

the bene�t and extent to which a UPFC can control grid power �ow.

The second paper uses a more advanced model of the UPFC that includes all of its

control capabilities. This work again demonstrates empirical evidence of the degree of control

achievable and, in addition, shows the modes of control capabilities that may be needed for

power �ow support. Although many UPFC models already exist, most enforce a speci�c mode

of control, whereas the model being used here does not. Since the UPFC can be used in a
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variety of control modes, this model represents a theoretical superset of the functionalities of

many of the other FACTS devices. The paper provides more comprehensive evidence of the

impact of FACTS devices on power �ow control and provides a model to be used in more

advanced power system simulation.

The third paper outlines an approach, based on game theory, to identify both critical

grid vulnerabilities and a means to identify locations in the grid where FACTS technology

(speci�cally UPFCs) can be used to harden the system against the vulnerabilities. Incremental

use of these two techniques will lead to substantial hardening of the grid against blackouts.

The hardening process relies on an underlying simulation which is capable of simulating

extensive line failures. The details of the simulation are fully outlined. The UPFC is used

primarily because it is unknown which form of power control is most bene�cial a priori,

but the UPFC coupled with the control approach outlined in the second paper represents a

superset of the FACTS family. Although the study described will identify vital installation

locations using hypothetical UPFCs, at the conclusion of the study each location can be

evaluated to determine the minimum requirements and if the full capabilities of the UPFC

are not required, a lesser device may be used instead.

The fourth paper presents a technique that utilizes computer algebra systems to simplify

simulated systems to their essential operations. Essentially this is a way to �compile� a model

into a high speed simulation. The technique provides advantages in both the software design

and the run-time speed of simulation. The test cases demonstrate how the technique can speed

up the evaluation of power system simulations by more than a factor of ten. The technique can

be used in a variety of applications that require high speed or real time simulation including

hardware-in-the-loop equipment evaluation, training, and situational awareness tools.

The technique presented in the third paper can identify ways to use FACTS technologies

to substantially harden the grid against attack. Unfortunately, it requires �ve levels of nesting

to: 1) incrementally harden the system, 2) use a genetic algorithm to identify either vulnera-

bilities (attacks) or UPFC placements to harden the system, 3) use a steady-state simulation

to determine total power delivery, 4) use a numeric optimization technique to identify optimal

UPFC settings for each time step, and 5) identify the actual time step values via steady-state

simulation. The computational complexity of the entire process is on the order of product of
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the complexity of each loop. I.e., O(a1 ·2 · (a2 · a3 · a4 · a5 · a6)), where the constants represent

the computational complexity of each layer of nesting. Conservative values of each of these

can be used to estimate the actual computational time required:

a1 System is incrementally hardened 8 times. (Assuming up to 3 FACTS devices and each

requires 2-3 iterations to fully harden the system)

a2 Genetic Algorithms often require 200 generations of improvements to plateau.

a3 Power system delivery requires 6 steps of simulation (5 failures occur)

a4 Numeric Optimization requires approximately 7 iterations (based on estimates in the �rst

paper)

a5 Steady-State estimation takes 3 iterations (based on experience)

a6 Each iteration of the steady state operation takes N seconds

Based on these values, an entire simulation will take approximately 403200N seconds, and

this is a conservative value for a modest power system. Given the multiplicative dependency

on the value of N , reducing N by 90% reduces the time of the entire process by 90% and may

make a signi�cant di�erence in the practical application of the proposed simulation.

Although it imposes limits on the degree of simulation, the high-speed simulation tech-

nique can be used to actually reduce the computation time required by 90%. The high-speed

technique typically is resistant to topology changes, such as the installation of a UPFC or the

removal of a line. However, allowing changes in UPFC con�gurations can be accomplished

by using the UPFC model presented in the second paper. An inactive UPFC can be installed

on every line and the genetic algorithm outlined in the third paper merely identi�es which

UPFC should be active. Moreover, the fourth paper already incorporates some guidelines to

allow simulated line outages.
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PAPER 1

Improving grid fault tolerance by optimal

control of FACTS devices

Bill Siever, Ann Miller Department of Electrical and Computer Engineering

University of Missouri–Rolla

Rolla, MO 65409–0040

Email: {bsiever,milleran}@umr.edu

FAX: 573-341-4532

Daniel Tauritz Department of Computer Science

University of Missouri–Rolla
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Abstract— One of the most promising applications of the family of electronic

devices called Flexible AC Transmission System (FACTS) devices is to better regulate

power flow in transmission grids. In particular, the Unified Power Flow Controller

(UPFC) is the best choice for complete power flow control. By selecting proper

installation locations and control techniques, UPFCs may be able to prevent the

“domino effect,” where a single fault leads to a widespread blackout. Due to

installation costs, it is hoped that only a small number of devices will be needed to

effectively regulate a large grid, however, selecting the optimal number of devices,
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identifying the best possible installation locations, and finding a technique for

coordinated control of these device are still active areas of research. In this paper

we provide empirical evidence that common optimization techniques may be used

to identify control settings for UPFCs. The evidence indicates that the optimization

techniques lend themselves to real-time use, as well as use during the planning

phase to identify the best possible installation locations for UPFCs.

I. INTRODUCTION

In recent years, expansion of national power grids has been hampered by social,

environmental, and economic constraints. During the same period of time, power demand

has dramatically increased. This combination of increased demand and limited physical

expansion, which is expected to continue for the foreseeable future, forces many compo-

nents of the grid to operate at, or near, their operational limits. Since the power grid is

essentially a free-flow network, when a power line fails, the power which it was carrying

will be re-directed through other lines in the system. This may push the other lines past

their operational capacity and may cause them to be disabled, either due to physical

failure or by protective equipment. This second round of failures only exacerbates the

problem and may lead to a “domino effect,” known as a cascading failure, causing a

widespread blackout like the 2003 blackout that affected large portions of north-eastern

North America. In a May 2002 report to the President of the United States [1], the

Department of Energy (DoE) referred to the over-burdened components as bottlenecks

and provided a succinct summary of the significance of the problem:

Our transmission infrastructure is at the heart of our economic well-being.

Imagine an interstate highway system without storage depots or warehouses,

where traffic congestion would mean not just a loss of time in delivering

a commodity, but a loss of the commodity itself. This is the nature of the

transmission infrastructure. That is why bottlenecks are so important to remove

and why an efficient transmission infrastructure is so important to maintain and

develop.
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In addition to the increased congestion on the network, recent deregulation efforts

have also introduced control problems. When power was strictly regulated and a single

company controlled all three layers of the power system hierarchy (the generators, the

long-distance transmission lines, and the local distribution systems), there was incen-

tive to sacrifice efficiency at one level in order to improve efficiency and stability at

another. Since deregulation, companies no longer have as much economic incentive to

ensure stable power delivery. This is especially complicated in the transmission network

where interconnected entities are responsible for power transfers that cannot be strictly

controlled. Any transfer of power between two entities will inevitably lead to unwanted

parallel loop flows through other parts of the grid which may substantially degrade the

stability of a third party [2], [3].

All these problems are, in part, due to the free-flow nature of the power transmission

grid: for the most part, power flows through the grid along the path of least resistance

(Ohm’s law). Most power systems contain elements that help regulate power flow such

as phase changers, series compensation, and shunt compensation, but historically these

devices were mechanically switched and may not be capable of reacting fast enough to

prevent cascading failures. The need for better high-speed control of power flow led to

an initiative at the Electric Power Research Institute to develop power-electronic based

devices, employing high speed, high power semi-conductor technology, to help better

regulate power flow. All these devices are collectively known as Flexible AC Transmission

System (FACTS) devices. The family of FACTS devices includes high speed versions

of traditional devices like phase changers, and series and shunt compensators, as well

as devices based on a new technology, the voltage source converter (VSC). The most

powerful of the VSC based devices is the Unified Power Flow Controller (UPFC). The

UPFC can be attached between a bus and a power line to help control the phase angle,

bus voltage, and line reactance. Because it can control each of these, the UPFC provides

the most complete power flow control of any of the FACTS devices [3].

Effective economical use of UPFCs depends on minimizing the installation costs

(essentially minimizing the number of UPFCs), while selecting installation locations that

maximize system performance. In addition, a suitable control algorithm must be selected
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to ensure that multiple UPFCs are able to work cooperatively. These are interrelated

problems — in order to select optimal locations, the control technique must be known a

priori. The work presented here is primarily concerned with improving grid fault tolerance

via UPFC control, so the goal of the control algorithm is to redirect power flow from

the most overtaxed lines to under utilized lines.

To date, numerous control techniques have been proposed. Most of these fall into two

categories: either they are primarily used for short term control of system dynamics or they

are intended for long term (steady state) control of power flow. Generally these techniques

can be used in conjunction, where the long term control identifies a set point for the

steady state power flow and the short term control is used to maintain dynamic stability

of the system about the set point and provide additional dampening for transients. Here

we present empirical evidence that a common optimization technique may be acceptable

for identifying long term set points that maximize fault tolerance by better distribution

of power flow. These set points may then be used to help evaluate different potential

installation locations. In addition, the evidence indicates that these techniques may be

suitable for controlling the UPFCs on-line.

II. SYSTEM MODEL

The power grid can be represented as a set of buses interconnected with lines of known

series impedance. Each line also has a maximum rated power capacity (Smaxij for the

line from Busi to Busj). Each bus in the system is associated with four state variables:

real power, reactive power, voltage, and phase angle. At each bus, two of these variables

have specified values and the other two are unknown (which are known and which are

unknown depends on whether it is directly connected to a generator). The most common

way to solve for the unknowns, which was used here, is the Newton-Raphson technique

of computing load flow [4]. Once the unknown bus values are computed, line flows can

be easily computed as well.

The UPFC’s function in this work is to act as a means of forcing a specific amount of

real power to flow through a line. By forcing power through a line, the remaining lines

in the system adjust their power flow according to the physics of the system. The UPFC
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Fig. 1. Original Line Model and Modifications for Simulated UPFC

was modeled as a mechanism which delivered real power to one of the power line’s buses

and drew a corresponding amount of real power from the other bus. Fig. 1(a) shows the

original configuration of a line from Busi to Busj and Fig. 1(b) shows the representation

of the same bus after a virtual UPFC has been inserted on Busi’s side. In this case, the

UPFC is assumed to be able to increase or decrease the real power flow through Lineij

by 20% of the line capacity, Smaxij . This is simulated by inserting a phantom UPFC bus

and injecting the line’s original power flow and the UPFC’s modification of it (±20% of

Smaxij) into Busj . A corresponding amount of power is deducted from Busi. Reactive

power flow is maintained at the level present in the original system in a similar manner

[5].

III. OPTIMIZATION AND GOALS

The system performance can be measured against a number of factors, such as:

1) Number of lines with a power flow exceeding capacity

2) Number of lines with dangerously excessive power flow (20% or more over capac-

ity)

3) Aggregate amount of power exceeding line capacities

Our goal is to mitigate the dangerously loaded lines that may lead to cascading failures,

which can be achieved by balancing the overall power flow through the system, which

minimizes line losses as well. Thus we chose a fitness measure based on each line’s
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percentage of its maximum capacity:

∑
lines

(
wij

Sij

Smaxij

)2n

(1)

This equation is based on a similar overload performance index used for ranking contin-

gency severity [6]. This particular metric has a high penalty for lines that are at or over

their capacity (when the fraction one or more). By varying n, the amount of disparity

between overloads and near-overloads can also be adjusted, however all work presented

here assumes that n = 1. A weighting factor, wij , can be used to rank the relative

importance of different lines, but here we assume that all lines are of equal importance

(∀i, j wij = 1).

This measure was chosen for several reasons:

1) |Sij|, the magnitude of the line’s apparent power flow, reflects the current and

voltage through the line, and hence the primary factor in thermal line failure.

2) It directly reflects the real control criteria — to evenly distribute power flow

throughout the system. Better distribution of power flow leads to a lower score.

3) It is a continuous, scalar function in terms of the control variables, which allows

the use of efficient gradient based search techniques.

IV. OPTIMIZATION PROCEDURE

The goal of optimization was to find valid power flow settings for UPFCs in a spe-

cific network configuration that minimizes the objective function being used (Eq. 1).

As mentioned previously, the UPFCs were only allowed to modify power flow by up

to ±20%ofSmaxij , which represents the only optimization constraint. Any one of

numerous constrained optimization techniques could be used, but we chose a relatively

common form of sequential quadratic programming (SQP). The form of SQP used the

following procedure:

1) Select a uniform random start point

2) Create a quadratic approximation of the search space using the BFGS method [7]

3) Determine the direction of steepest descent. If a local optimum or the maximum

number of iterations is reached, stop
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4) Use a line search technique until no longer able to “descend”

5) Update the quadratic approximation based on BFGS and goto step 3

Essentially a quadratic approximation is used to represent the objective function in

terms of the control variables, then line search is used to find a local optima in a straight

line. The quadratic approximation and search direction are updated and the process

is repeated until a minimum is found. It is important to note that SQP methods are

guaranteed to find a global optimum in super-linear time if the objective function is

convex.

This is a sequential, iterative approach to optimization as opposed to using conventional

Optimal Power Flow (OPF). OPF techniques would simultaneously solve for bus voltages,

phase angles, UPFC control values, and constraints. The SQP approach here sequentially

computes the UPFC control values based on objective function computations which

compute the bus voltages and phase angles [8].

V. EXPERIMENTS

All experiments were run on the IEEE 118 bus test system1. Since the objective of

UPFC installation was to augment power flow and relieve network congestion, a heavily

loaded system configuration was used (available upon request).

A. UPFC Impact on System

The first set of experiments was to determine the overall impact of a UPFC on a power

grid. It was expected that a UPFC only effects a relatively small region of the power grid.

This hypothesis was tested by placing a single UPFC in each of the possible installation

locations and setting it to each of its limits (+20% and −20%ofSmaxij), then measuring

the change in power flow through each other line in the system. (This is not conclusive.

In some cases increasing power flow through one circuit may cause power flows through

other circuits to cancel, whereas a value between the UPFC limits may not induce the

canceling power flow.). The results of this test are presented in Table I.

1http://www.ee.washington.edu/research/pstca/pf118/pg tca118bus.
htm
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TABLE I
LINE AFFECTS FOR ALL POSSIBLE UPFC PLACEMENTS

% Dev Max Lines Mean Std Dev
of S Affected Affected
> 1% 122 27.93 20.40
> 5% 71 10.97 11.14
> 10% 39 6.54 7.27
> 15% 31 4.81 5.47
> 20% 29 3.80 4.53
> 25% 26 3.10 3.86

Note that typically fewer than 30 lines are even slightly impacted by the UPFC. Even

in the worst case, only 122 of 186 lines are effected. This indicates that a complete

load flow may not be necessary to determine the effect of a UPFC — instead it is

possible to perform a load flow of only the buses which could be significantly effected

by changing the UPFC’s settings. If true, this reduces the complexity of the load flow

computation which will be beneficial for any optimization techniques that depend on load

flow computation.

B. Performance Metric State Space

The second set of experiments was a test of the state space of the objective function

being used (Eq. 1). In each of these tests, two UPFCs were installed at random locations

in the system and a graph of the objective function was generated for all combinations of

UPFC settings. Each UPFC was assumed to have 20 different control points in between

its maximum and minimum value.

Figs. 2(a) and 2(b) show some typical examples of the state space of the objective

function. As can be seen, the space seems to be “well behaved” and, consequently, a

good candidate for SQP search techniques.

Although these results are promising, having more than two devices will lead to more

complex search spaces which may have local minima. In order to test for multiple minima,

Monte-Carlo style sampling was used. In these tests multiple UPFCs were randomly

placed in the system and the SQP optimization procedure was performed using randomly

chosen start points. If only a single optimum is present, then the algorithm should always
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Fig. 2. Examples of the State Space for Two Different UPFC Installation Locations.
Vertical lines indicate the optimal settings.

converge to it. The system was tested with N UPFC devices where N was either 3, 5,

7, 9, 11, 13, 15, or 17. For each N , 100 different system configurations were randomly

generated. Each system configuration was searched from 11 random starting points to

try to find evidence of multiple minima. Each FACTS device was assumed to have

100 possible set points. The minimum step size of any of the UPFCs was used as the

convergence criteria for the SQP optimization. Any solutions that had a Euclidean distance

less than twice the mean step size were assumed to be equal (i.e., most of the FACTS

devices are set at essentially the same setting). Using these criteria, all the minima found

in each system were identical. Although this is not conclusive, it does provide a strong

indication that with the given system and objective function, there are only global optima.
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C. Real Time Control Issues

The use of SQP for real time control is heavily dependent on both the number of

independent variables and the computational complexity of the objective function. In

this case, each UPFCs control is an independent variable and the objective function is

based on load flow computation. As has been previously mentioned, it may be possible

to lower the complexity of the load flow computation by only computing the load flow

for the part of the system affected by the UPFCs. This indicates that this technique may

scale well to larger systems and, if the influence of multiple UPFCs mostly follows the

law of superposition, then even multiple UPFC installations may benefit from reduced

computation.

A second consideration is the number of load flows that must be computed. Since the

SQP process uses a quadratic model of the objective function in terms of the control

variables, it must perform repeated load flows to build and update this estimate. Fig. 3

shows the number of load flow calculations that were required for 100 random placements

of 3, 5, 7, 9, 11, 15, or 17 devices. Since both the number and complexity of load

flows seem to be bounded for any given size installation, it seems likely that SQP based

minimization can be used in real time to ensure that at least a local minima is achieved.

The non-optimized version of load flow used here typically completed within 30ms

on a 2GHz Pentium IV. This indicates that even for 17 UPFCs, the optimal long term

settings could be found in under 15ms.

D. SQP vs. MaxFlow

An alternative version of UPFC control, utilizing a graph theory algorithm known

as Max Flow, has been proposed [9], [10]. The MaxFlow algorithm was proposed to

determine the maximum amount of “flow” between two points in a graph, where each

arc of the graph has a maximum capacity. As applied to power systems, Max Flow can be

used to determine the amount of power that can flow through each line without causing

lines to exceed their capacity.

Although both MaxFlow and the technique presented here have their respective merits,

the work presented here shows a substantial reduction in system stress. Generally the SQP
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optimization reduced the severity and number of overloaded lines more substantially than

MaxFlow.

In order to compare the two systems, a test system was developed for each possible

UPFC installation location. Each of these test cases was then sequentially subjected to all

possible single line contingencies and the number and severity of overloaded lines were

determined. A summary of the results, which can be seen in Tables II and III, indicate

that SQP based optimization is better at reducing system stress. Table IV provides a

summary of the pros and cons of each technique.

TABLE II
SUMMARY OF SQP CONTROL FOR EACH POSSIBLE UPFC PLACEMENT AND EACH

SINGLE LINE CONTINGENCY

Total Overloads Overloads > 10% Overloads > 20%
Maximum 26 19 14

Mean 0.6611 0.4585 0.3502
Std Dev 1.5928 1.2999 1.0722

TABLE III
SUMMARY OF MAX FLOW CONTROL FOR EACH POSSIBLE UPFC PLACEMENT AND

EACH SINGLE LINE CONTINGENCY

Total Overloads Overloads > 10% Overloads > 20%
Maximum 30 26 20

Mean 0.6937 0.4707 0.3605
Std Dev 1.6135 1.3080 1.0758
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TABLE IV
COMPARISON OF MAX FLOW CONTROL AND SQP CONTROL

Max Flow SQP
Realism Restricted to Real Power Flow Based on physical system power

only. Ignores reactive power flow, implicitly includes reactive
and line losses. and losses.

Reliability Guaranteed, but non-unique Depends on convergence of SQP and
solution. loadflow. May fail in extreme

circumstances.
Speed Simple and fast algorithm Empirical evidence indicates

suitable for on-line control
Resources Global system knowledge Global system knowledge

VI. FUTURE WORK

Although there was some study of the effects of a single UPFC on the grid leading to

the conclusion that load flow only needs to be computed for the effected part of the grid,

it would be beneficial to study if this remains true for systems with multiple UPFCs. It

may be possible to approximate the combined effects by superposition of the effects of

individual UPFCs.

The evidence presented indicates that the objective function being used here has only

global minima, even when multiple UPFCs are being used. There are some questions that

still need to be resolved before it is known whether SQP can be used in large systems:

1) Are local minima present, but ignored due to the quadratic approximation?

2) Does a quadratic model accurately approximate the objective function?

3) Are local minima prevalent in other systems?

4) Can it be proven that only global minima exist?

The answers to these questions may prove that SQP can be used in general to find global

optima.

It is also important to compare SQP techniques to more common power system

optimization techniques like Optimal Power Flow (OPF) [4]. Comparing both the com-

putational complexity and quality of modeling may show the relative strengths and

weaknesses of each technique.
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Although the work presented here incorporated the effects of reactive power flow in the

system, the UPFC’s ability to control reactive power flow was neglected. The optimization

process can be amended to include reactive power flow control, which should result in a

further improvement in the quality of the system.

One of the biggest impediments of UPFC usage is the complexity of choosing optimal

installation locations. As can be seen here, UPFCs can be used for both power flow

compensation and for power flow restriction; they may be used on chronically congested

lines in a restrictive manner or as means of increasing power flow through lightly loaded

lines to draw power away from the congested area. This duality makes nearly every

line in a power system a possible candidate for UPFC installation. In order to compare

possible installation locations, the UPFCs control algorithm must already be known a

priori. In addition, the size of the UPFC itself is a critical parameter. In the work presented

here, it was assumed that the UPFC would be large enough to change the lines power

flow by up to ±20% of the line’s capacity (Smaxij), but this is both unlikely and

unnecessary. The form of SQP presented here may be used to evaluate the quality of

potential UPFC locations because it is capable of finding the optimal set points for

multiple UPFC locations and it may be extended to determine the optimal size of UPFC

to install by including economic model indicating the costs of different control ranges.

For instance, in one particular location a UPFC with only ±7% control may be sufficient

and may only cost only a fraction of a larger UPFC with ±20% control that may be

necessary in another location. An economic model may be used to select several small

capacity devices rather than a few large devices or a combination of devices of various

sizes.

VII. CONCLUSIONS

Based on the empirical evidence, SQP is a good choice for finding the optimal set

points for systems with several UPFCs. The form of SQP used here, which uses load

flow directly, has the ability to incorporate both real and reactive power flow measures in

whatever optimality criteria is chosen. The optimality measure used, which was designed

to improve fault tolerance via better power distribution, appears to be smooth and have
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a single global optimum, even in systems with multiple UPFCs. If it can be proven that

it is concave, then SQP based optimization techniques are guaranteed to find optimal set

points. Both the size and number of load flow computations, on which SQP optimization

relies, seem to have reasonable bounds. Based on these findings, SQP optimization

appears to be a good candidate for real-time control of UPFC set points.
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Abstract— Recent developments in semiconductor technology have lead to wide-

spread research into Flexible AC Transmission System (FACTS) devices, new high-

speed devices which offer unprecedented control capabilities. One of the most powerful

of these devices, the Unified Power Flow Controller, is unique in that it is a superset

of several of the lesser devices in the FACTS family. One primary area of investigation

for applying FACTS technology is in the better regulation and control of steady-state

power flow. In these applications the optimal means of compensation or regulation

may not be known in advance, so traditional FACTS models may not be appropriate.

A simple steady-state model is presented here which does not assume any control

mode, and, when combined with traditional optimization techniques, can be used to

identify which control modes may be most beneficial at a particular bus and may

also aid the identification of where FACTS devices can be installed to maximize their

potential benefits.

Index Terms— FACTS devices, UPFC, Steady-State simulation, Modeling
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I. INTRODUCTION

Recent developments in semiconductor technology have lead to widespread research into

Flexible AC Transmission System (FACTS) devices, new high-speed power devices which

offer unprecedented control capabilities. One of the most powerful of these devices, the

Unified Power Flow Controller, is unique in that it is a superset of several of the lesser

devices in the FACTS family. It is hoped that appropriate application of FACTS technology

will be able to overcome a decrease in power system security that has resulted from a

combination of increasing demand, a reduction in transmission system construction, and the

increased power transfers resulting from deregulation. It is hoped that FACTS technology

can be applied to better control power flow and reduce the burden on congested transmission

corridors by better utilization of under used transmission paths. In these types of applications

a measure of quality may be available, but the optimal means of compensation or regulation

may not be known in advance, so traditional FACTS models may not be appropriate.

UPFC Model

An ideal model of a UPFC consists of a voltage source connected to a source bus

in shunt and another voltage source connected in series with a transmission line leaving

the source bus, as seen in Fig. 1. The series injected voltage provides a means of con-

trolling the real and reactive power transfer through the line while the shunt component

can provide reactive compensation to the source bus and also provides the real power

injected by the series component. The shunt component is essentially a voltage source

converter (VCS), which can convert power from the source bus into DC and temporarily

store it in a short term storage device. This power can then be returned to the bus to

provide the reactive compensation or the series component of the UPFC can use some

of the stored energy to inject real and reactive power into the line and thus modify the

power flow through the line. The UPFC does not generate power, so any real power

injected by the series source is provided by the DC converter. In essence the injected

power is drawn by the shunt component. In practical implementations the magnitude of



20

Destination Bus

 dest,hdest,eV        +jV

Line

src,dest src,destG          +jB

Source Bus

src,eV      + jV  src,h

Source Bus

src,eV      + jV  src,h

Shunt Bus

shnt,e  shnt,hV        +jV

src,shntG          +jB src,shnt

Destination Bus

 dest,hdest,eV        +jV

Line

src,dest src,destG          +jB

Terminal Bus

term,e  term,hV        +jV

 se,hse,eV      + jV
Series Injected Voltage

src,term src,termG          +jB

+    −

Fig. 1. A Line Model and the Same Line with a UPFC

the voltages are constrained by the limitations of the DC storage and current flow limita-

tions.

The UPFC model can have twelve unique forms of steady-state control and typical system

studies use a loadflow implementation that assumes that one particular mode will be used.

In most cases, the power flow equations are augmented with the control mode equations

and the loadflow solution automatically determines the values of series injected voltage and

the shunt voltage to achieve the desired set point [2], [3], [1], [6]. I.e., the desired real and

reactive power flows as well as the target reactive compensation are explicitly provided and

the loadflow process identifies corresponding values of the series and shunt voltages and

phases to achieve them.

This form of computing values is logical for estimating values in a system where UPFCs

are currently installed and ideal target operating conditions are known. However, when new

installation locations need to be identified, the evaluation criteria may not provide explicit

values. In prior work by the authors, it was demonstrated that a simple two layer optimization

process could be used to identify power flow set points for a measure of transmission system
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health[5], [4]. The two layer approach, as shown in Fig. 2, was used because the objective

being optimized was difficult to incorporate into traditional power flow techniques. In that

work, UPFC settings were found that optimized a global objective function which was a

metric of the balance of power flow. The metric itself was based on line flows, which in

turn were computed from a standard loadflow algorithm. This work had two substantial

conclusions: 1) UPFCs effects are very localized and typical only have a significant impact

on a few lines, and 2) UPFCs can be used to reduce line overloads that are a consequence

of contingencies. Although the basic conclusions of the study remain valid, only a small

segment of the UPFC control capabilities were actually being utilized. The work presented

here allows for the use of a more comprehensive UPFC model.
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In order to evaluate where and what FACTS devices should be installed in a system, it is

vital to know the impact such devices may have when being used optimally. Although the

exact form of objective function may change, a global optimization criteria based on oper-

ating state is an important method of comparing different potential system configurations.

Unfortunately, traditional loadflow techniques are intended purely for system identification

and do not lend themselves to inclusion of complex optimization criteria.

The two layer process, on the other hand, may provide a means of optimizing any criteria

provided. Moreover, if the optimization criteria is continuous, optimal control values for the

UPFCs may be found via application of traditional gradient based optimization techniques.

In the work here the desired control mode is unknown and may change depending on the

conditions of the system or the objective, so a simpler model is used in which the shunt

voltage, series voltage, and series phase angle are specified directly. The shunt phase angle

is left free to ensure that the shunt can meet the power consumption demands of the series

source. Although the two layer search could be used on the specified set points, the limits

impose non-linear constraints whereas the direct search based on the voltages and phase

angles can use constant constraints which allows the use of a simpler set of optimization

techniques.

II. MODEL INCLUSION IN LOADFLOW

One of the biggest benefits of the simple UPFC model is its ease of use in steady-state

models. Traditional loadflow implementations require only a minimum of changes to work

with the technique. For each simulated UPFC, two new buses need to be created, one PV

bus corresponding to the UPFC’s shunt component and one PQ bus corresponding to the

line connected terminals as seen in Fig. 1. Computational modifications need only be made

to the construction of the Jacobian for lines corresponding to the shunt and series UPFC

lines as well as the final power flow calculations for those buses. The equations needed to

modify a rectangular loadflow implementation are provided in the Appendix.
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III. CONCLUSIONS

The idea outlined here shows how traditional gradient-based optimization procedures can

be used to identify optimal means of selecting control settings for FACTS devices. This

simple technique could prove to be a very useful tool for evaluating where FACTS devices

should be used. In addition, once it has been used to determine the optimal control settings

for a variety of scenarios at a particular installation location, these settings can then be

analyzed to determine which control modes are truly needed for control at that location.

APPENDIX

The equations presented here are derived as modifications to the standard load flow

equations. A delta (∆) indicates the change in power that results from the UPFC, so the

values need to be added to the values already computed by default. By representing the shunt

bus as a normal PV bus and the series injection as a modification to the original system,

little modification is necessary to a standard loadflow procedure. Note that the shunt bus

will maintain the set voltage value but adjust the phase angle so as to satisfy the power

consumed by the series injection.

A. Modifications To Source Buses

1) Source Bus ∆P :

∆Psrc = −Vsrc,eGsrc,termVse,e +

Vsrc,eBsrc,termVse,h −

Vsrc,hGsrc,termVse,h −

Vsrc,hBsrc,termVse,e
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2) Source Bus∆Q:

∆Qsrc = Vsrc,eGsrc,termVse,h +

Vsrc,eBsrc,termVse,e −

Vsrc,hGsrc,termVse,e +

Vsrc,hBsrc,termVse,h

3) Source Bus Derivatives - Jacobian Components:

∂∆Psrc

∂Vsrc,e

= −Gsrc,termVse,e + Bsrc,termVse,h

∂∆Psrc

∂Vsrc,h

= −Gsrc,termVse,h −Bsrc,termVse,e

∂∆Qsrc

∂Vsrc,e

= Gsrc,termVse,h + Bsrc,termVse,e

∂∆Qsrc

∂Vsrc,h

= −Gsrc,termVse,e + Bsrc,termVse,h

B. Modifications to Terminal Buses

1) Terminal Bus ∆P :

∆Pterm = Vterm,eGterm,srcVse,e −

Vterm,eBterm,srcVse,h +

Vterm,hGterm,srcVse,h +

Vterm,hBterm,srcVse,e

2) Terminal Bus ∆Q:

∆Qterm = −Vterm,eGterm,srcVse,h −

Vterm,eBterm,srcVse,e +

Vterm,hGterm,srcVse,e −

Vterm,hBterm,srcVse,h
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3) Terminal Bus Derivatives - Jacobian Components:

∂∆Pterm

∂Vterm,e

= Gterm,srcVse,e −Bterm,srcVse,h

∂∆Pterm

∂Vterm,h

= Gterm,srcVse,h + Bterm,srcVse,e

∂∆Qterm

∂Vterm,e

= −Gterm,srcVse,h −Bterm,srcVse,e

∂∆Qterm

∂Vterm,h

= Gterm,srcVse,e −Bterm,srcVse,h

4) Shunt Real Power Injection:

∆Pseries = Vterm,eGterm,srcVse,e −

Vterm,hBterm,srcVse,e +

Gterm,srcV
2
se,e −

Vse,eVsrc,eGsrc,term +

Vse,eVsrc,hBsrc,term +

Vterm,eBterm,srcVse,h +

Vterm,hGterm,srcVse,h +

V 2
se,hGterm,src −

Vse,hVsrc,eBsrc,term −

Vse,hVsrc,hGsrc,term

5) Shunt Bus Derivatives - Jacobian Components:

∂∆Pseries

∂Vsrc,e

= −Vse,eGsrc,term − Vse,hBsrc,term

∂∆Pseries

∂Vsrc,h

= Vse,eBsrc,term − Vse,hGsrc,term

∂∆Pseries

∂Vterm,e

= Gterm,srcVse,e + Bterm,srcVse,h
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Abstract— A stable electricity supply is vital for modern society both because of its

direct uses in heating, lighting, etc. and because electric transmission grids are a fun-

damental infrastructure on which many other vital infrastructures rely. Unfortunately,

due to increasing power consumption, increased power transfers due to deregulation,

and a decrease in new construction, power transmission lines are often operating

near their operational limits. This leaves them in a fragile state where a few small

failures, whether naturally occurring or intentional, could induce a cascading failure (a

blackout). Recent development of high-speed, semi-conductor based devices provides

a means of better power flow control. One of the most powerful of these devices, the

Unified Power Flow Controller, can be used as a theoretical model to study how these

devices can be used to improve power grid resilience. By developing an appropriate

simulation and using genetic algorithms, critical vulnerabilities can be identified as

well as fixed. These techniques can be used to iteratively harden the grid, making it

less prone to blackout and better able to forestall or reduce the severity of unavoidable

blackouts.

Keywords: FACTS, UPFCs, Power Grid, Genetic Algorithms
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I. POWER SYSTEM CONDITIONS

Modern industrialized society has become dependent on electric power. In fact, in a recent

report to the President of the United States, the U.S. Department of Energy said “Electricity

is a cornerstone on which the economy and the daily lives of our nation’s citizens depend.

This essential commodity has no substitute ” [7]. Not only does electric power directly

provide heating, lighting and the power that drives manufacturing plants, but it is also a

vital resource on which other infrastructures, including water distribution, sewage treatment

and removal, emergency services, and traffic flow control, rely. Unfortunately, power grids

all over the world are facing conditions which may jeopardize their ability to satisfy future

demand for power as well as making them a target for terrorist attack.

Electric power is produced at large generating facilities and then “transmitted” over a

system known as the transmission grid to regional distribution systems. The transmission

grid, which consists of many long-distance, high-voltage lines and the buses to which they

are connected, is really at the heart of the electric power industry. The transmission grid is the

fundamental link between power producers and consumers, and, unfortunately, is becoming

increasingly overburdened. Over the past decade demand for electricity has steadily increased

and deregulation has spurred increased power transfers, but due to environmental, economic,

and social concerns, the transmission grid has had relatively few upgrades. As a result of

these events, many of the components are operating near their intended capacity. Prior to

deregulation a top-down approach could be used to distribute power evenly through the

entire system, however, due to deregulation there is incentive for transmission operators

to operate as near capacity as possible. This allows excess power to be purchased from

distant markets, but at the expense of reduced system stability margins. For the foreseeable

future the power industry will be able to produce enough power to meet customer demands,

however, the current transmission grid may be operating so close to its limits that a small

failures could cause frequent blackouts.

Transmission grids have two features which make them prone to catastrophic failure.

First, because transmission lines often cross vast, unmonitored space, they are susceptible
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to both natural failures (ice, wind damage, tree contact) and intentional disruption (terrorist

attack). Second, when a transmission line fails, the power which it was carrying flows over

other lines. In a system where many components are already operating near their limits,

the additional demands following a failure can cause other components to fail. The induced

failures can, in turn, induce other failures that eventually lead to a domino effect that causes

a blackout.

Power flow in the transmission grid today is largely dictated by Ohm’s laws: power

flows along the path of least resistance. Historically, the flow of power has been controlled

by adjusting where the power is being generated and by “compensating” the lines, where

electromechanical devices physically add or remove components to change line impedances.

Although this was satisfactory when the grid was operating well below its maximum

capacity, as the grid becomes increasingly overburdened it becomes vital to have better

control over the flow of power to help mitigate cascading outages by directing power

flow away from components that are near their failure point. By using automatic control

algorithms and high-speed, accurate power flow control in key locations, it may be possible

to mitigate or at least reduce the severity of cascading outages. Having this additional

control may also be a vital element to defending power systems against deliberate physical

and cyber attack.

The power grid is considered to be a significant target for terrorist attack because, due

to its large scale, it is susceptible to a number of different attacks including: physical

destruction of lines, physical control of a substation or generating facility, and cyber attacks

on control and communication systems. Due to the sheer size of the system it is impossible to

effectively protect all the physical components, and due to the complex control interactions

of the different companies and components in the system a comprehensive cyber defense

is also infeasible. In addition to being vulnerable, the power grid makes a tantalizing

terrorist target due to the havoc that follows a short disruption. This was particularly

evident following the August 2003 blackout that effected a significant region of North

America. In addition to the financial losses incurred due to business closings, a number
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of vital services including 911 service, sewage treatment, and water service were lost due

to their reliance on electricity. Moreover, there is evidence that grid attacks are actively

being investigated by terrorist organizations. In a statement to the joint subcommittee of the

House of Representatives, Christopher Cox, a representative from the state of California,

reported that “Al-Qaida computers seized in Afghanistan in 2001 had logged on to sites

offering that offer [sic] software and programming instructions for the distributed control

systems (DCS) and Supervisory-control and Data-acquisition (SCADA) systems that run

power, water, transport and communications grids. [6]”

A. Unified Power Flow Controllers

In an effort to help better control power flow, the Electric Power Research Institute

(EPRI) sponsored an initiative to develop a new class of power control devices called

Flexible AC Transmission System (FACTS) devices. These devices, which are based on

recent improvements in semi-conductor technology, can be used to help solve a variety of

power control problems. By using the latest semi-conductor technology, these devices are

able to control AC power in a substantially new way which is both faster and more precise

than previous techniques.

One of the most powerful forms of FACTS device is the Unified Power Flow Controller

(UPFC). As its name suggests, its primary role is to provide control over power flow. A

UPFC is installed on a specific power line and provides almost total control over the power

flowing through that line. Due to the nature of electric power flow, increasing or decreasing

the flow through one line has an ancillary effect on the lines to which it is connected. This

allows a single UPFC to have significant impact: it can be used to increase power flow

through a line and potentially draw excess power away from an “upstream” lines that are

operating over capacity, or it can restrict power flow and reduce the load on “down stream”

lines. Due to high installation cost it is impractical to install more than a few UPFCs in a

system, but a few devices cooperatively using their ancillary impact may provide enough

regulation to redirect power flow and avoid or at least reduce the overload on critical lines.
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Although UPFCs can be used to mitigate a variety of operating conditions, the work here

focuses on finding ways to relieve or at least reduce the severity of cascading outages. The

most significant cascading outages are a direct result of transmission lines carrying higher-

than-normal amounts of current, which causes the metal to expand and sag. A failure occurs

when the line either sags into contact with a ground source, such as a tree, or weakens to

the point of that its own weight causes it to break, much like a fuse. Either of these failures

is due to carrying above average current for a sustained period (several seconds to hours).

Sagging into trees was the most significant contributor to the North American blackout of

2003 [7]. In that case, failure to maintain properly trimmed trees, rather than excessive line

sage, was the major cause of failure.

UPFCs are studied here primarily because they offer a comprehensive means of power

flow control, being able to control both real and reactive power flow as well as being able

to regulate bus voltage. UPFCs have a total of twelve different forms of control [8] and

represent a super set of the capabilities of other devices in the FACTS family as well as

high speed versions of more traditional electromechanical means of control. For the work

proposed here, the ideal control mode is unknown a priori, and, more importantly, may be

different for different system vulnerabilities. I.e., under one type of failure the UPFCs may

be best used for power flow regulation and in another scenario additional voltage support

may be more important. A theoretical UPFC provides an ideal model of control capabilities

because, with the appropriate control algorithm, it can seamlessly change control modes to

suit the current situation. The plan presented here can be used to indicate where system

vulnerabilities exist and further studies can easily identify the specific form of device (UPFC,

other FACTS, or traditional means) to provide the best cost benefit for system defense.

B. Using UPFCs for CIP

The remainder of the paper looks at three inter-connected problems: 1) identifying the

kinds of attacks the power grid is susceptible to, 2) finding installation locations that allow a

few UPFCs to substantially reduce the likelihood of cascading failures, and 3) modeling the

elements necessary to simulate both simple cascading failures and the control capabilities of
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UPFCs. Each of these topics alone presents a complex problem and the approach presented

here is not intended to be a panacea to solve all power grid vulnerabilities. Instead, a

simplistic approach is outlined to explore the feasibility and potential impact of the use of

FACTS devices for a specific type of system vulnerability. Following the feasibility study,

detailed analysis can be performed to determine the real-world applicability of the results.

Essentially the technique can be used to provide some recommended solutions to a very

complicated problem, which system engineers can then evaluate and refine.

The approach presented here is based on a game-theory model of attackers and defenders

and requires iterative cycles of simulated attacks. As such, a power system simulation that

models the most significant features of both cascading failures and UPFCs is required. The

simulation will be used in two ways: the first will identify the attacks to which the system

is highly vulnerable and the second is used to find ways for UPFCs to mitigate the attacks.

By repeating the two cycles it will be possible to incrementally harden the system against

the most probable attacks and failures.

II. ITERATIVE HARDENING

The proposed technique for identifying system vulnerabilities and potential ways to rectify

them is based on a basic game theory approach similar to that proposed in [1]. In this

approach, two distinct games are played: one by an attacker and one by a defender.

A. The Attacker’s Game

The goal of the attacker’s game is to identify the brittle areas in the network. The actual

goal of the attacker is to cause the most damage with the least effort. Ideally the attacker

will select a few lines that will cause a total blackout. The attacker’s game can be thought

of as a simple discrete maximization problem, such as:

arg max
α

F (Ø, β) − F (α, β) + G (α, β) (1)

where:
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α is the attack plan, a schedule of what lines to remove and when to remove them

β is a set of parameters for the power system, including load profiles

F (α, β) is a function that simulates the power system and determines the total amount of

power delivered

G(α, β) is a reward function for encouraging the simpler attacks

The term F (Ø, β)−F (α, β) measures the amount of power delivery lost due to the attack.

The reward function, G(α, β), may also be dependent on the degree of power loss, so a

three step plan may be preferred to a two step plan if the increase in damage is substantial.

This maximization problem represents the typical intent of a malicious attack (maximal

damage with minimal effort).

Power system parameters and operating conditions are nearly impossible to predict in

advance, so the game can either assume that: 1) the attacker will try to take advantage of

a peak load time and assume a specified worst case β, or 2) that β can be considered a

random variable and, at the expense of considerably more computation, the expectation can

be used:

arg max
α

E [F (Ø, β) − F (α, β) + G (α, β)]

(Note that the value of F (Ø, β) is constant)

Exhaustive search can be used to find the most significant attacks on small systems, but

unfortunately the problem search space grows exponentially with the attack size, so it is

infeasible for large systems. At this time, there are no efficient techniques known for optimal

search of this problem, however some important observations can be made:

1) It is expected that changing a single element of an attack may make the attack

incrementally better, but there is no known method of identifying which change is

optimal without exhaustive search

2) It is expected that mixing elements of two good attacks may yield a better attack

A technique known as a genetic algorithm (GA) is an ideal candidate for searching large

combinatorial search spaces that exhibit these properties. GAs are loosely based on the

concept of Darwinian evolution. A problem solution is maintained as a list (in this case
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of line outages). A population of several solutions is “evolved” by using two mechanisms

inspired by biological systems: mutation and crossover. An iterative algorithm is used to

improve (evolve) the population. At each iteration members of the population are measured

to determine how good each is relative to the others (using Equation 1). Many of the weakest

members of the population are discarded. Next the remaining members of the population

are selected for crossover, which corresponds to sexual reproduction (and operation number

two above), where new solutions are produced based on components from each parent.

Generally enough offspring are produced to replace the discarded members so as to keep

the population size fixed. Finally the mutation operation, typically a form of random change

(such as suggested in number one above) is applied at random to the population. At this

point the weakest members have been eliminated, some of the good solutions have been

randomly combined and some small random changes have been introduced, all in the hope

of finding a better solution. Now the entire population is ready to be evaluated again and

begin a second round of discarding, crossover, and mutation. The cycle continues until a

suitable termination criteria is achieved such as reaching a performance plateau.

In essence, the GA maintains a population of good solutions. At each iteration it takes the

best candidate solutions and, with some small probability, either makes a random change in

the solution or combines solutions into a new candidate for the next generation. This process

is similar to what a person would do when faced with a large combinatorial problem: they

would test and find several potential solutions and then either try to make minor variations

to incrementally improve the outcome, or to combine good solutions together to try to form

better solutions. The main advantage of the GA is that it is automated, unbiased, doesn’t

require tedious analysis by a person, and works much faster than a person could.

B. The Defender’s Game

Since the end goal is to demonstrate that UPFCs can defend the system against the

weaknesses identified by the attacker, the defender’s goal is to minimize the system’s
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brittleness, which can also be expressed as a discrete maximization problem:

arg max
β

E [F (α, β) + H (β)] (2)

Where H(β) is a reward function that encourages using as few UPFCs as possible, the

expectation is taken over a set of likely attacks, and only the components of β that correspond

to UPFC locations can be changed. By maximizing Equation 2, the defender is selecting

places to install UPFCs that maximize the amount of power delivered over all the attacks

to which the system was weakest.

The set of potential attacks will be taken directly from the best solutions to the Attacker’s

Game, and the probability of their incidence can be based on the same ranking used by

the attacker (their complexity, G (α, β)) or may assume that the probability of attack is

related to the amount of damage incurred (F (Ø, β) − F (α, β)). The latter corresponds to

a mini-max game, where the defender minimizes the damage done by the attacker’s best

possible attacks.

Selecting installation locations for UPFCs is also a combinatorial problem with no known,

optimal solution, but, as with selecting attacks, random variation and combination of good

solutions may yield better solutions, so, again, a genetic algorithm is a good mechanism to

select installation configurations. This assumes that all the installed UPFCs operate optimally

with respect to the performance criteria, which will be covered in a subsequent section.

C. Iterative Hardening

Defending against a single attack alone does not provide any significant improvement in

fault tolerance if there are other attacks of nearly equal complexity and damage. The real

goal is to demonstrate that a few well placed UPFCs can substantially harden power grids.

Ideally a few well placed UPFCs will substantially increase the system’s robustness.

The attacker’s genetic algorithm is designed to find the simplest significant faults, while

the defender’s genetic algorithm is designed to install the fewest number of devices necessary
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to significantly harden the grid against those attacks. Since the attacker’s choices will change

based on the system configuration, these two algorithms need to be run in an iterative cycle

to incrementally improve the system.

The attacker’s algorithm will provide an adequate source of attacks for each potential

system configuration, while the defender’s algorithm will continually improve the system

defenses in order to escalate the complexity of significant attacks. As such, it is expected

that both the reward functions will need to be “cooled” as the two algorithms alternate back

and forth to allow for increasingly complicated attacks and increasing numbers of FACTS

installations. Fig. 1 shows a flow chart of the sequence in which the two algorithms will be

used and Fig. 2 shows the basic data flow.

III. SIMULATION

An accurate simulation of the power system, represented by the function F (α, β) above,

is vital in order to achieve meaningful results. To be useful, the simulation must:

1) Be fast enough for repeated evaluations needed by a GA

2) Be able to simulate line failures

3) Be able to simulate all twelve UPFC control modes as well as install and remove

UPFCs

4) Provide a distinct means of comparing the quality of different attacks and different

defenses

5) Be as accurate a model as an actual attacker would be likely to use

The first four criteria can be met via modification to a traditional power system technique

known as Loadflow. The fifth criteria is subjective, however the form of simulation presented

here is based on common analysis techniques used by power engineers to determine system

faults and is one of the most likely starting places for a vulnerability assessment. Moreover,

all the information required for this type of attack simulation would be readily available to

a potential attacker.
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Fig. 1. Computational Flow Chart of Attacker and Defender Algorithms

A. Power System Steady-State Model

The most straight forward approach to steady-state power system simulation is a technique

known as Loadflow. Loadflow models a power system as a collection of buses, which can

be either a generator, a power customer, or both, and a set of power lines connecting the

buses together. At each bus there are four state variables, and, depending on the specific

combination of generators and power consumers at the bus, two of the state variables are
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Fig. 2. Data Flow of the Attacker and Defender Algorithms

known and the other two are unknown. Loadflow is merely a technique that solves for the

unknown state variables. The four state variables are:

Pj the real power load at bus j

Qj, the reactive power load at bus j

ve,j the real component of the voltage at bus j, Re{Vj}

vh,j the reactive component of voltage at bus j, Imag{Vj}

Note that the voltage is a sinusoidal signal and can be represented in polar form with a

magnitude, |Vj|, and a phase angle (relative to a reference bus), ∠Vj . For the version of

Loadflow used here the voltage is converted to rectangular form, ve,j + ivh,j . There are three

types of buses in the system, and the type of bus indicates which variables are known and

which are unknown:

Generator Buses Generator buses are directly connected to a large generator. It is assumed

that the power, Pj , and voltage, vj , at these buses is constant due to the generator.

The reactive power supplied by the generator, Qj , and the phase angle of the

voltage, δj , are unknown. Note that there are practical limits on the amount of
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reactive power a generator can supply, which are enforced by the simulation

described here.

Load Buses Load buses represent the bulk of the buses in a system, which have a

known real power load, Pj , and a known reactive power load, Qj . Generally

these represent the load being used by customers but may also represent power

being injected into the system that can not be explicitly represented as a generator

(discussed later). The voltage, vj , and phase angle of the voltage, δj , are unknown.

Slack Bus The slack bus is a special generator in the system which is used: 1) as a

reference against which all other phase angles are measured (δj = 0 by definition),

and 2) as a supply for additional real power to make up for system losses. At all

other buses a known power is either injected or withdrawn, however the power

lines themselves require power to operate. The slack bus represents a “free” source

of real power (the slack) to make up for the power consumed by the transmission

system itself, known as system losses.

Power systems are governed by Kirchhoff’s power laws, which ensure that the sum of the

power at a bus is zero. I.e., the power that enters the bus must also leave the bus. Kirchhoff’s

laws for an AC transmission grid can be represented as one set of equations for the real

component of power and a second set for either the reactive component or voltage depending

on the type of bus. All buses except the slack bus must have balanced real power:

Pj − ve,j

buses∑
k

(gj,kve,k − bj,kvh,k) +vh,j

buses∑
k

(gj,kvh,k + bj,kve,k) = 0 (3)

and the load buses must also have balanced reactive power:

Q + ve,j

buses∑
k

(gj,kvh,k + bj,kve,k)+vh,j

buses∑
k

(gj,kve,k − bj,kvh,k) = 0 (4)

while the generator buses have a constant voltage:

|Vj| −
(
v2

e,j + v2
h,j

)
= 0 (5)
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where:

gj,k the conductance from bus j to bus k

bj,k the susceptance from bus j to bus k

Note that subscript e indicates the real component of a complex variable and the subscript

h indicates the imaginary component of a complex variable. Equation 3 assures everything

but the slack bus meets Kirchhoff’s law for real power. Equation 4 ensures that load buses

meet Kirchhoff’s law for reactive power as well, while Equation 5 ensures that generators,

which generate an unknown amount of reactive power and thus violate Equation 4, operate

at a fixed voltage.

Since each bus has an equation for real power (Pj) and either an equation for reactive

power (Qj) or an equation for voltage magnitude (|Vj|), there are a total of 2N quadratic

equations and 2N unknowns for a system with N buses. The system of equations is

generally solved via the Newton-Raphson method, which uses the first-order Taylor series

approximation of (3), (4), and (5) to iteratively update an estimate of the values of the

unknown variables.

The Newton-Raphson method starts with an initial guess of state variables, which is either

based on a prior known state or specified nominal values. The iterative process then updates

these values until the error in the equalities of (3), (4), and (5) are within an appropriate

error tolerance.

A basic Loadflow algorithm which relies on the Newton-Raphson technique is shown in

Fig. 3. The Newton-Raphson technique is commonly used in power systems for a variety

of reasons:

1) State variables are generally close to either a known or a nominal value, so it is easy

to select an “initial guess” for state variables

2) The technique generally has quadratic convergence, and hence only requires a few

iterations

3) The power flow equations are sinusoidal in nature and are well behaved with regard

to minor perturbations
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Fig. 3. The Newton-Raphson Loadflow Estimation Process

4) In the Newton-Raphson method, the power flow equations are a sparse, linear system

and the underlying techniques, such as using LU decomposition, are computationally

efficient

Generators produce both real power, which can be used for real work, and a form of

oscillating power called reactive power. Reactive power is a vital component of AC power

systems and may be either consumed or produced by the power lines themselves, as well

as by generators or customers. As power lines fail, other lines begin to transfer the excess

power and may require additional reactive power to do so. The generators in the system both

produce or consume reactive power to ensure that the total reactive power in the system

is balanced, however each generator has a limit on the amount of reactive power it can

supply or absorb. Since reactive power demands change as the system loading changes

during outages, it is vital to be able to honor the reactive generation limits of the system’s

generators. A common method to enforce these limits is to monitor the reactive power
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each generator is supplying on each iteration of the Newton-Raphson loop. If a generator

exceeds either the minimum or maximum reactive generation limit, the generator bus is

changed to a load bus with Pj set to correspond to the power injected by the generator, Qj

set to correspond to the maximum amount of reactive power that the generator can absorb

or consume depending on which limit was exceeded and the voltage. The voltage vj then

becomes an unknown variable.

B. Detecting and Enforcing Convergence

As lines are removed from the system, two significant problems may occur, either of

which can prevent traditional Loadflow techniques from working: islanding and exceeding

system capacity.

Islanding is where separate “islands” develop which effectively separate the system into

multiple independent systems. Typically when this occurs at least one of the newly formed

systems will be unable to meet the equality constraints. There are three possible cases: 1)

islands that lack a swing bus and have no mechanism to compensate for the real-power

losses in the lines, 2) islands that have load but no generation can not satisfy customer

demand, and 3) islands that have generation but no load have a surplus of power with no

consumers.

Islanding can be easily detected and corrected via graph traversal. A simple mechanism

starts from an arbitrary bus and recursively visits all unvisited buses to which it is connected,

marking each as visited. If, upon completion, any unvisited buses exist then the visited

group represents a new island, and the process is repeated with the first unvisited bus. This

process is repeated until all nodes are assigned to islands. When complete, islands with

only generators or only loads are discarded. Any remaining islands that lack a slack bus

are modified so that the largest generator in each becomes a slack bus.

Exceeding Capacity is when the system is not physically able to transmit power in a way

that satisfies all the constraints (the power flow constraints of equations 3, 4, and 5 and the

generator reactive limits).
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In many cases the constraint equations cannot be met because the system no longer has

the physical ability to carry enough power to satisfy the load being demanded. When this

happens the original assumptions about the known variables are incorrect and no values of

state variables can meet the constraint equations, so the original assumptions on load and

generation must be changed to bring the system back to a solvable state. In systems losing

transmission facilities the most common problem is having a load bus who’s lines can not

carry enough power to satisfy the specified demand, Pj . To bring the system back to a

solvable state some of the load must be shed (reduce Pj). In the framework devised here,

the attackers must assume, as in typical min-max game theory, that the defender will make

optimal choices with the resources available. Thus ideally both the attackers and defenders

will assume that only the minimum amount of load necessary will be shed to bring the

system back to a solvable state.

A mechanism for optimal updates of the state variables, which can also be used to

detect an ill-conditioned system, was proposed in [2]. The authors noticed that, when using

the rectangular formulation of power flow as given previously, the complete Taylor series

expansion only requires three terms. Moreover, these terms have a particularly efficient

form and, most importantly, an exact solution can be found via the use of an appropriately

chosen scalar multiplier. The optimal multiplier is easy to compute and provides a substantial

improvement in system solvability.

In [3], Overbye notes that the solvable region of the state space is separated from the

unsolvable region by a border on which the Jacobian used in the Newton-Raphson process

becomes singular. When the system is solvable, the optimal multiplier remains near unity.

Overbye also shows that infeasible systems can be detected by monitoring the magnitude

of the optimal multiplier [3] . When it is sufficiently small, no state assignments will be

able to satisfy the load demands of the system and load shedding must be performed.

In [4], an extension of [3], a technique was proposed to bring the system back to an

optimal solvable point with a load shedding technique that maximizes the amount of demand
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Fig. 4. UPFC Model

that can be met. This optimal load shedding relies on the use of the optimal multiplier

technique to bring unsolvable systems back to the solvable boundary.

Although this optimal form of load shedding may not be in use on a given power system, it

is unlikely that an attacker would know the exact load shedding capabilities and procedures,

so they would assume a conservative case. By using the optimal load shedding, the attacker’s

mini-max perception, i.e. that the system will be as well defended as possible, is maintained.

C. UPFC Model

A perfect model of a UPFC consists of a voltage source connected to a bus in shunt and

another voltage source connected in series with a line as seen in Fig. 4. The only constraints

imposed on the model are the magnitude of the shunt voltage source, which is typically

near the magnitude of the source bus, and that the real power injected or consumed by the

series source must be supplied by the shunt source, which ensures there is no net real power

injected into the system.

The typical UPFC model has twelve unique forms of control and typical Loadflow

implementations assume that one particular mode will be used [8]. In the work here, the

desired control mode is unknown and may change depending on the conditions of the

system, so a simpler model is used in which the shunt voltage, series voltage, and series

phase angle are specified directly. The shunt phase angle is left free to ensure that the shunt

can meet the power consumption demands of the series source.



45

The UPFC model used here is novel in two respects: 1) it doesn’t assume the control

mode, allowing for the UPFC to change operating modes in different simulated scenarios to

achieve optimal control for each, and 2) the rectangular coordinate system is used to comply

with the optimal multiplier method, which is used to allow for optimal load shedding.

The optimal settings for the UPFCs can be found via simple optimization of a metric that

will ensure maximal power delivery prior to failure. Prior work has shown that sequential

quadratic programming is sufficient to directly find UPFC settings for a simpler model,

however it is expected that the same technique will apply to this more general model [5].

D. Line Failure

Line failures, the prime component of cascading outages, occur because of excessive

current overheating power lines, which eventually sag to the point that they either contact

a ground source or a break. A simple line model has two parameters for each line: 1) a

maximum current rating which it can safely carry and 2) a maximum ampacity, or cumulative

current, that can be carried when the current rating is exceeded. The time until a line fails

can be calculated based on the results of the Loadflow. For each line which is exceeding

its current rating, the failure time is the amount of “remaining ampacity” divided by the

current through the line. The “remaining ampacity” continually diminishes until either the

line fails, or the line is no longer exceeding capacity and has had suitable time to “cool”

to relieve the excess heat generated.

E. Simulation Overview

The full power system simulation overview can be seen in Fig. 5. As can be seen, there

are a variety of nested loops for selecting optimal UPFC settings, removing naturally failing

lines, and removing attacked lines. In addition, the Loadflow itself is a loop performing a

significant amount of computation.

IV. CONCLUSIONS

By combining a simplistic UPFC model, which is amenable to optimal control, with a

simulation that is capable of simulating the power system’s state as components fail, a simple
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Fig. 5. Power System Simulation for Cascading Failures

line failure estimate, and genetic algorithms, it may be possible to provide a rudimentary

plan for significantly improving the robustness of power grids. Genetic algorithms will use

the simulation to both identify and repair weaknesses in the system. This combined approach

uses the super set of functionality provided by a general model of the UPFC to identify and

fix weaknesses.
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Abstract— High speed simulations of power transmission systems, which often rely

on solving linear systems of equations, are an increasingly important tool for training,

testing equipment, on-line control, and situational awareness. Such simulations, how-

ever, suffer from two major problems: 1) they can be too computationally demanding

to simulate large, complex systems within appropriate time constraints, and 2) they are

difficult to develop and debug. Prior work has shown how computer algebra systems

and symbolic computation can be used to help reduce both problems. In this paper,

we 1) review common concepts in power system simulations, 2) summarize prior use

of symbolic computation in power system simulation, 3) explore the advantages and

disadvantages achieved via symbolic techniques, 4) extend the techniques to solve linear

systems via a priori symbolic LU decomposition, and 5) demonstrate the advantages of

symbolic techniques on a transient event simulation of the IEEE 118-bus test system,

which runs in one tenth the time of an equivalent traditional (sparse matrix) approach.
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I. INTRODUCTION

A. High-Speed Power Simulation

Real-time and faster-than-real-time power system simulation is a vital tool for training,

testing equipment, on-line control, and situational awareness:

• Training: As systems become more complex, local operations can have unforeseen

consequences, therefore operators must be trained on accurate, real-time simulations

of full-scale power systems [1], [2].

• Testing Equipment: Hardware-in-the-loop (HIL) testing, which interfaces real equip-

ment to a simulation of a larger system, allows engineers to quickly evaluate equip-

ment’s real-time response to a variety of system operating conditions without the time

or expense required of a large physical test bed. In order to evaluate new control

technologies such as FACTS devices that are targeted at improving system-wide control,

accurate, high-speed system simulations must be developed [3].

• Situational Awareness: Power system simulation is also a vital tool for state estimation

and situational awareness. As the power transmission system has become increasingly

overburdened, the need for complete knowledge of the state of the grid has become

paramount. In fact, the U.S.-Canada Power System Outage Task force listed an “inad-

equate situational awareness” as one of the primary factors that lead to the 2003 North

American blackout [4]. Such simulations need to operate faster than real time in order

to properly predict the consequences of future events early enough to take preventative

actions.

Achieving real-time simulations, however, suffer from two major problems: 1) they can

be too computationally demanding to simulate large, complex systems within appropriate

time constraints, and 2) they are difficult to develop and debug. Prior work has shown
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how computer algebra systems and symbolic computation can be used to help reduce both

problems [5]. In this paper, we extend the preliminary work of [5], with two significant new

contributions:

1) the technique is extended to dynamic simulation, and

2) the LU decomposition is factored symbolically, which has limited applicability but

yields a ten fold increase in run-time, making real-time simulation possible.

B. Dynamic Simulation Characteristics

Many forms of power system simulation share three distinct components: 1) modeling

via differential equations, 2) numerical integration of differential equations, and 3) solving

large, sparse systems.

Differential equations of the form:

ẋt = F (xt, yt) (1)

are often used to model the dynamic components of a power system such as the rotating

masses of synchronous machines [6]. In Equation (1), the rate of change of the state variable

x at time t can be computed solely from the known state variables, xt and yt, at time t.

Numerical integration is commonly applied to these equations to estimate the values of state

variables at the next discrete step of the simulation:

xt+∆t = xt +

∫ t+∆t

t

F (xt, yt) (2)

Algebraic manipulation can be used to convert equations like Equation (2) into an equality

constraint:

H(xt+∆t, yt+∆t) = xt+∆t − xt −
∫ t+∆t

t

F (xt, yt)

= 0 (3)
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Usually a numerical integration technique, such as trapezoidal integration, is used to find

an algebraic approximation of the integral. If trapezoidal integration is used for the integral

in Equation (3), the equality constraint can be expressed in terms of Equation (1):

H(xt+∆t, yt+∆t) = xt+∆t − xt

−∆t

2
(F (xt, yt) + F (xt+∆t, yt+∆t))

= 0

In addition to the differential equations, there are often equality constraints of the form

G(x, y) = 0. The most common equality constraints in power systems are the power flow

equations that ensure that the power into and out of a bus are equal. The equality constraints

on the next time step, G(xt+∆t, yt+∆t) = 0, can be combined with the equality constraints on

the dynamic variables imposed by Equation (3), H(xt+∆t, yt+∆t) = 0, into a single system:

K(xt+∆t, yt+∆t) =

 H(xt+∆t, yt+∆t)

G(xt+∆t, yt+∆t)

 = 0 (4)

The resulting system consists of n equations, which are often non-linear, and n unknown

variables. In power systems, the most common technique for solving these systems is the

Newton-Raphson method, which is based on the first-order Taylor series of the system of

equations [7]. Here, the first order Taylor series expansion is:

K(xt+∆t + ∆xt+∆t, yt+∆t + ∆yt+∆t) =

K(xt+∆t, yt+∆t) +
∂K(xt+∆t, yt+∆t)

∂ [xt+∆t, yt+∆t]

 ∆xt+∆t

∆yt+∆t

 = 0 (5)

The Newton-Raphson method starts with an initial estimate (or guess) of the state in the

next time step, [xt+∆t, yt+∆t]
T , and computes an error in the estimate, [∆xt+∆t, ∆yt+∆t]

T ,
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via a rearrangement of Equation (5):

 ∆xt+∆t

∆yt+∆t


︸ ︷︷ ︸

State Error

= −

∂K(xt+∆t, yt+∆t)

∂ [xt+∆t, yt+∆t]︸ ︷︷ ︸
Jacobian


−1

K(xt+∆t, yt+∆t)︸ ︷︷ ︸
Mismatch

(6)

Recall that each equation in the system is an equality constraint that will become zero

when the correct state values are used. The “mismatch” is the current value of each of

these equations and represents the error in the equality constraint. If any components of the

mismatch exceed the error tolerance, the Jacobian, which is the matrix of the first derivative

of each constraint with respect to each state variable, is computed. Next, the system is solved,

typically via LU decomposition, to find the error in the state estimate, [∆xt+∆t, ∆yt+∆t]
T .

Then the error is added to the current state estimate: xt+∆t

yt+∆t

 =

 xt+∆t

yt+∆t

 +

 ∆xt+∆t

∆yt+∆t

 (7)

This entire process is repeated until either all components of the mismatch vector are within

the error tolerance, the number of allowable iterations is exceeded, or an error condition,

such as a singular matrix, occurs. Errors may occur if the initial guess is not close enough

to the actual state values or if the system has no valid solution (no values of state variables

will satisfy the constraints). In practice the process is usually limited to a few iterations and

the condition number of the Jacobian is monitored. If the matrix is ill-conditioned or the

maximum number of iterations is exceeded, it is assumed that the system is unsatisfiable.

One of the most important observations regarding Equation (4) in power systems is that

the interconnections between buses are sparse. Therefore most of the equations only involve

a few state variables and, consequently, the Jacobian is sparse. Exploiting this sparsity has

been the key factor to improving the run-time performance of power system simulations.
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C. Engineering Perspectives

Creation of a high-speed power system simulation requires expertise in both power engi-

neering and software engineering. From the power engineer’s perspective, the simulation’s

specifications consists of components that describe how the power system is being modeled:

• Dynamic models that are appropriate for the phenomena and time scales being studied

• Constraint equations

• Parameters for the equations, such as impedances

• Initial state values

• Integration techniques

• Mechanisms to estimate the values of the next state

• Maximum allowable numerical error in calculations

From the software engineer’s perspective, the specification needs to describe when, how,

and what needs to be done:

• Modules representing significant computational blocks and describing all computations

• Data flow description indicating module inputs, outputs, pre conditions, and post con-

ditions

• Flow charts describing the order in which computational blocks are applied

• Timing requirements

• Error handling specifications and methods

D. Traditional Approaches

A traditional approach to a real-time simulation would be to create and test a single

monolithic piece of software. To do this the software engineer needs to directly encode the

power engineering knowledge into modules of the system. This either requires developers

who are experts in both software engineering and power system modeling, or constant

interaction between the experts in both domains. The former may be difficult to find and

costly and the latter is fraught with potential miscommunication that can introduce time

consuming errors. Ideally the two domains should be decoupled: the power engineer should
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be free to change models, integration techniques, and parameters without significant impact

on the software engineer and the software engineer should be free to modify techniques and

improve computational speed without impacting the simulation results.

In order to meet the timing demands, the software engineer will make choices based on

the computational “bottlenecks” in the simulation. The two most computationally demanding

components of systems of this form are the construction of the Jacobian and solving the

system in Equation (6). Due to the sparse nature of the system, the software engineer is likely

to choose a sparse representation for the Jacobian matrix, which stores only non-zero values

as well as an indicator of the corresponding row and column being used. For even moderately

sparse systems, sparse storage can save considerable computer memory. Sparse techniques

can save considerable compute time as well. For instance, a typical matrix multiplication of

two n × n matrices using a non-sparse representation requires on the order of n3 floating

point operations, whereas a sparse representation requires at most mn operations, where

m is the number of non-zero elements. Although the algorithms may not be practical, the

best known theoretical values for each technique, which are n2.38and m0.7n1.2 + n2+o(1)

respectively, still show significant computational advantage of the sparse representation for

even moderately sparse systems [8].

For a non-sparse system, Jacobian construction cost is typically a factor of the number

of elements in the matrix, n2, while solving the system is on the order of 2n3

3
+ 3n2(via

LU decomposition). Based on this, it can be assumed that solving Equation (6) gener-

ally represents the most significant computational task for the simulation and, as such,

is the most important consideration for meeting timing demands. Developing high speed

solvers for sparse systems requires considerable expertise in both numerical methods and the

specific computer architecture being used, so many simulations rely on outside packages,

such as UMFPack, which is the sparse solver used in MatlabTM, or SuperLU [9], [10].

UMFPack, which uses the Unsymmetrical-pattern MultiFrontal technique, is fast because

it re-orders systems so as to maintain maximum sparsity without sacrificing numerical

stability. Although UMFPack’s specialty is solving non-symmetric systems, when the system
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is highly symmetric and has non-zero diagonals, as is often the case in power system

simulations, UMFPack resorts to a well known graph based algorithm, AMD (Approximate

Minimum Degree), for arranging the matrix to minimize calculation [11], [9]. UMFPack

solves a system by first analyzing the sparsity pattern to identify the best reordering, then it

proceeds to perform a numeric factorization, and finally actually solves the system via LU

decomposition. If numerical values change but the sparsity pattern remains fixed, only the

last two steps need to be repeated to solve the new system.

Generally, the mechanism used to represent sparse matrices is based on the sparse solver

being used. One of the most common techniques, and that used by UMFPack, MatlabTM,

and SuperLU, is the compressed column form. This technique stores elements by using three

arrays. Two of the arrays, Ar and Av, are synchronized with each other: the contents of one

indicates the row of a non-zero element and the contents of the other indicates its value.

I.e., Ar[3] indicates the row that corresponds to the value in Av[3]. The third array, Ac, is

used to indicate where each successive column begins in Av and Ar. For instance, Ac[3]

gives the index into Av and Ar for the first element corresponding to the third column of

the matrix, and ((Ac[4])− 1) indicates the index of the last element of the third column. If

an entire column is empty then two successive elements of Ac will have the same value. If

there are m non-zero values in an n×n matrix, then both Ar and Av have m× 1 elements

and Ac has n × 1 elements. Fig. 1 shows an example of a 3 × 3 sparse matrix and the

corresponding vectors for Av, Ar, and Ac.

One of the hidden costs of sparse representation is the access time, which is the time

required to find the element in the computer’s memory (either to use in a computation or

replace with a new value). Traditional dense matrix representations have an access time that

is a factor of the number of dimensions. In power system simulations, where matrices are

usually one or two dimensional corresponding to the number of lines at each bus, access

time can be considered constant. In the case of the compressed column format, the average

complexity is based on the average number of elements in a column. Pseudo-code to access

a specific element in a compressed column sparse matrix is given in Algorithm 1. Since the
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 a1,1 0 a1,3

a2,1 0 0
a3,1 0 a3,3

 ,

Av =
[

a1,1 a2,1 a3,1 a1,3 a3,3

]T

Ar =
[

1 2 3 1 3
]T

Ac =
[

1 4 4 6
]T

Column 2 begins on row:
Column 3 begins on row:
Column 4 begins on row:

Column 1 begins on row: 1
4
4
6

a

a1,1
a2,1

3,1

a3,3

a1,3

1
2
3

3
1

Ac’s Meaning ArAvAc

Fig. 1. Example of Compressed Column Storage of a 3×3 Matrix. Vector Av contains the
values of the non-zeros and vector Ar contains the row index of the corresponding non-zero.
Successive elements of vector Ac contain the index into Av and Ar for the corresponding
column. I.e. Ac[3] is the index into Av and Ar for the first non-zero element of the third
column.

average column has m
n

non-zero entries, the complexity is on the order of c · log2(
m
n
) times

more complicated than using an element from a standard two dimensional array, where c

is a constant that takes into account the cost of the looping and conditional mechanisms in

Algorithm 1. (Note: To make code more efficient it is common to “reuse” matrices rather

than destroy and recreate them, however sparse matrix behavior is counterintuitive: although

it depends on implementation, due to the access cost it is often more efficient to rebuild the

sparse matrix rather than reuse it.)

II. SYMBOLIC COMPUTATION AND CODE GENERATION

Symbolic computation has already been proposed as a means of improving both the design

process and the run-time speed of power system simulations [5], [12]. In [12], the primary

emphasis was on decoupling the system models from the generation of the simulation. In

that work, a variety of symbolic processing programs were used to produce a simulation

based on model specifications. The model specifications could easily be changed and a new

simulation generated to conform to the new specifications.

In [5], as here, symbolic computation is used to reduce a system to its essential math-

ematical operations. The resulting set of equations was turned into an independent, high-

speed simulation. In this method, the power engineer specifies the models of the system
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Algorithm 1 Finding the storage location of an element in a compressed column sparse
matrix

{Objective: Find the storage location of element i,j}
{I. Find the start and end of elements for column j}
StartIndex← Ac[j]
EndIndex← Ac[j + 1]− 1
{II. Search for row i within the column’s elements}
while StartIndex ≤ EndIndex do

Midpoint← StartIndex + bEndIndex−StartIndex
2

c
if i > Ar[Midpoint] then

StartIndex←Midpoint + 1
else if i < Ar[Midpoint] then

EndIndex←Midpoint− 1
else

return Av[Midpoint]
end if

end while
return ∅ {Failure: Return null}

as equations. The software engineer develops a program capable of factoring out these

equations into their simplest form. For instance, assuming the goal is to solve a specific

system, such as b = Ax, as fast as possible, where the matrix A and the vector x are known,

one might simply write out and solve the equations:

b1 = a1,1x1 + · · ·+ a1,nxn

...

bn = an,1x1 + · · ·+ an,nxn

.

If a sparse system is being used, then only the simplest form of the equations need be used.

For example, in a seven by seven system where it is known that {a1,1, a1,4, a1,5, a1,6, a1,7}

are all zero, a simplified form for b1 would be a1,2x2 + a1,3x3.

Another advantage of symbolic pre-processing is that all computations are specified sym-

bolically, so the computer algebra system can compute derived values, such as derivatives,

directly from the original equations prior to run time. Whereas, in the traditional approach

the model equations are in one module, perhaps computing the mismatch, and the derivatives

of these equations, which are derived by hand, are in another module. By using a single

instance of model equations and computational techniques for computing derivatives, the
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chance of human error is reduced. In addition, maintainability is improved because any

modifications to the model automatically propagate to all equations derived from the model.

The advantages already observed in prior literature are summarized here:

• Computer algebra systems are more consistent and less prone to error than human

computation, they are also more amenable to unit testing because they do not rely on

power system specific knowledge

• Changes in fundamental equations propagate through to derived and dependent equa-

tions

• Indexes for array elements can be pre-computed, eliminating some run-time computa-

tions

• Sparse representations can be neglected, which significantly reduces overhead as will

be explained in the following section

• Using a high level language to reduce the system equations may improve portability

to new computer systems

III. EXTENSION TO SYMBOLIC LU DECOMPOSITION

Prior work has used symbolic computation for both its software design advantages and its

computational advantages, however, the solution of the linear system, which is typically the

most computationally time consuming element, has been left to traditional sparse solvers

such as UMFPack. Although it is of limited applicability, a priori symbolic LU decompo-

sition is able to significantly improve the performance of simulations by both reducing the

number of operations performed and by taking better advantage of performance enhancing

features of modern processors such as instruction pipelines and caches.

The most significant computational speedups achieved by symbolic LU decomposition

all stem from the elimination of both looping and conditional execution, which are used

extensively by both the LU decomposition and the subsequent forward and backward sub-

stitution. To demonstrate the overhead required by these techniques, a simple, non-sparse

version of the forward substitution process is given in Algorithm 2.
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Algorithm 2 Pseudo-code for forward substitution
{Solve Ly=b for y}

Ensure: L is an n× n lower triangular matrix
Ensure: b is n× 1 vector

y[1]← b[1]
L[1,1]

{Solve for each y}
for i = 1 to n do

sum← 0
for j = 1 to i− 1 do

sum← sum + L[i,j]
y[j]

end for
y[i]← b[i]−sum

L[i,i]

end for

In the symbolic approach, this system can be reduced to just the essential mathematical

operations. For a 4× 4 system, Ly = b, the equations are:

y[1] = b[1]/L[1, 1]

y[2] = (b[2]− L[2, 1] · y[1])/L[2, 2]

y[3] = (b[3]− L[3, 1] · y[1]− L[3, 2] · y[2])/L[3, 3]

y[4] = (b[3]− L[4, 1] · y[0]− L[4, 2] · y[1]− L[4, 3] · y[2])/L[4, 4]

An examination of this will show that there are four floating point divides, six floating

point multiplies, and six floating point subtractions for a total of sixteen floating point

operations. In addition, there are fourteen single dimensional index operations and ten two

dimensional index operations. This is essentially the absolute minimum number of operations

required for the computation. Using a priori symbolic reduction allows for the system

equations to be represented in their simplest possible form, which eliminates the overhead

of the looping mechanisms in Algorithm 2. This is particularly significant because for each

multiply two additional operations are being performed: the index must be both incremented

and the bounds checked.
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Sparse representations can take advantage of the sparsity pattern of a particular row, but

still have the additional overhead of a loop which must traverse the non-zero elements

of the row and perform a boundary check, thus they still have a multiplicative increase in

computational complexity over symbolically reduced system. For instance, the computational

complexity for finding the value of a single row element, y, for a symbolically reduced

system can be expressed as a function of the number of non-zero elements in that row, k.

If the symbolic system requires O(k) compute time, the sparse system will require c ·O(k)

compute time, where c is greater than 1.

In addition to the extra time required by indexing, the sparse representation fails to take

full advantage of modern CPU pipelines. Modern CPUs feature a pipeline structure which

tries to perform “speculative execution” by predicting which instructions should be executed

next and executing them prior to their actual sequential turn. Since most programs consist

of long sequences of instructions which are often independent of one another, this often

yields significant performance improvements by essentially doing multiple operations nearly

simultaneously. Sparse systems, however, often have short loops for traversing elements. Due

to the intermittent sparsity of the matrix, in many cases the speculative execution mechanism

will mis-predict whether the loop continues or terminates, which will cause much of the

speculative execution effort to be discarded.

The symbolic approach, on the other hand, will require a significantly longer list of

instructions and consequently a larger program. Thus, more instructions may need to be

retrieved from memory, which may create a bottleneck. Most modern CPUs, however, are

optimized for sequential execution and include burst memory transfers which help keep up

with the CPU’s execution speed.

Sparse techniques also require memory storage for not only the non-zero elements, but the

row and column data as well (matrices Av, Ar, and Ac introduced earlier). This increases

storage requirements and computation time due to the retrieval of row and column data.

Symbolic approaches eliminate both the additional space and the time required to access

the additional data.
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Modern CPU architectures also include a hierarchy of memories, the lowest level of

which are called caches. The caches represent a small, temporary repository for frequently

used information. Modern manufacturing techniques can produce high-capacity ram very

cheaply, but due to a variety of design considerations the main ram is considerably slower

than the processors capacity to work with data. The cache memories are considerably more

expensive per bit than the main ram, but operate much faster. Since most programs work

repeatedly with a modest amount of data, having a small cache for this “highly utilized

data” provides a tremendous speed boost with a small price increase. CPUs also include

features that try to predict when the less frequently used data will be used in advance so it

can be requested and returned from ram before it is actually needed. If the request is not

early enough, then the CPU will “stall” while waiting for the data to arrive. Caches are

often divided into two parts: one for the frequently used instructions and another for the

frequently loaded data. Another advantage of the symbolic technique is that, due to its lesser

data requirements, it has better utilization of the data cache. I.e. the cache can be nearly

filled with actual numerical data rather than numerical data and indexing data required by

sparse storage.

The most significant disadvantages of a priori factoring are its a priori computational

overhead, its numerical insensitivity, and its inflexibility to topology changes. Symbolic

manipulation requires more computational resources and time than the equivalent numeric

operations, so the process of symbolic LU decomposition adds considerable time to the

“compilation” process. In addition, once the system is factored it is assumed that the

sparsity pattern will remain unchanged. If a pivotal element becomes zero during system

simulation, the simulator may fail under a scenario that would be solvable with a dynamic LU

solver. An additional consequence is that the topology of the simulated system is relatively

inflexible. Although numeric values of the non-zero elements can be changed and some

non-zero elements may even be allowed to go to zero, no new non-zero elements can be

introduced. For many uses of high-speed simulation of power systems, these last two factors

can be mitigated. In most uses of high-speed simulation some of the non-zero elements may



62

change their value (corresponding to a component failure), however no new non-zeros are

introduced, which would correspond to new equipment being installed on the system. In

addition, the intended course of the simulation and the expected failures are specified in

advance, so it is possible to have different static LU solvers (produced by symbolic reduction)

for each potential run-time configuration.

Symbolic LU Summary

A priori symbolic LU reduction has several distinct advantages for high-speed simulation:

1) indexing operations are pre-computed, requiring fewer run-time computations

2) the extra overhead of looping and boundary checking is eliminated, which significantly

improved the processor’s pipeline utilization

3) sparse element access time is reduced to a constant time

4) data memory requirements are reduced, which improves data cache utilization

and some disadvantages:

1) very limited capacity to change pivots to compensate for dynamic numerical conditions

2) a significant increase in code space is required and may create a memory bottleneck

3) considerable a priori computation is required to simplify the system

4) only limited changes in system topology can be made

IV. EXAMPLE APPLICATION: TRANSIENT SIMULATION

Simulations utilizing differential algebraic systems, such as those presented in Section I-

B, are commonly used to determine system response to transient events, such as a temporary

ground fault. Generally, the goal is to determine if synchronism will be maintained following

the transient event. When the simulation is started all state variables (bus voltage magnitudes

and phase angles, generator rotor angles and frequencies) are in steady-state. At some time

a transient event, or contingency occurs, and the state variables are estimated for each time-

step, ∆t. The simplest complete form of transient simulation, which will be used here, uses

a classical model to represent the generators and a one-line (single phase) representation

for the buses and lines of the transmission system [7], [6].
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The classical generator model represents a voltage phasor, Ēi = ei∠δi, connected via a

reactance to a terminal bus which has a voltage phasor, V̄j = vj∠θj . The terminal buses

are connected by transmission lines with each other and with non-generating buses. The

classical model of a synchronous generator is based on the angular acceleration of its rotor:

ω̇i =
1

Mi

(
Pmi
− eivi

x
′
di

sin(δi − θj)
)

(8)

and the rate of change of its rotor angle with respect to the system frequency:

δ̇i = ωi − ωs (9)

Where:

i The index of a specific generator

j The index of the terminal bus associated with generator i

Mi The inertia constant for generator i

Pmi
The mechanical power for generator i

ei The internal voltage magnitude of generator i

x
′

di
The transient reactance of generator i

vj The magnitude of the voltage at bus j,
∣∣V̄j

∣∣
ωs The synchronous rotor frequency (377 rad

s
here)

ωi The rotor frequency of generator i

δl the rotor angle of generator l, ∠Ēl

θl the phase angle at bus l, ∠V̄l

Each bus has a voltage phasor, V̄j , as well as real and reactive loads. The power flow

equations ensure that the net real and reactive power flow out of each bus, including the

load on the bus itself, is zero. I.e.:

0 = Pj − vj

buses∑
k

vkyjk cos(θj − θk − φjk) (10)
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and:

0 = Qj − vj

buses∑
k

vkyjk sin(θj − θk − φjk) (11)

where:

Pj the real load at bus j

Qj the reactive load at bus j

yjk the magnitude of the (j, k)th element of the bus admittance matrix

φjk the angle of the (j, k)th element of the bus admittance matrix

buses the set of all non-generator buses

The generator frequencies and rotor angles, [ω, δ], represent the dynamic state components

(xt) of the system whereas the bus values, [v, θ], represent the instantaneously changing

components of the system (yt). The generator equations (Equations (8) and (9)) provide

the differential updates (ẋt = F (xt, yt)), and the power flow equations (Equations (10) and

(11)) provide the algebraic constraints on the system (G(xt, yt) = 0).

A simplified flowchart of the simulation process can be seen in Fig. 2. Note that this is

only the basic flow of the significant computations. It lacks error checking and application

of the transient events.

IEEE 118-bus Test System

One of the most commonly used systems for power system studies is the IEEE 118-bus

test system1. The 118-bus system is used here for comparison purposes because it is a

realistic topology, of moderate size, and well studied. The 118-bus system has 118 buses

and 20 generators, resulting in 276 state variables (V and θ at each bus and δ and ω at each

generator) and consequently a Jacobian that is 276× 276.

Four different variations on transient event simulations were developed and then analyzed

to compare the advantages and trade-offs of symbolic vs. sparse representation. In the first

version symbolic decomposition was used for all operations (Jacobian construction and

LU decomposition). In the second version symbolic decomposition was used for Jacobian

1http://www.ee.washington.edu/research/pstca/
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Transient Simulation

Initialize State Variables to Steady State Values

Estimate Next State (Linear Extrapolation)
and Estimate Next State Deriviatives (Constant)

Compute Mismatch in Next State

Mismatch 
within

Tolerance?

Build Jacobian

Solve Linear System (LU Decomposition)

Apply Update to Estimate of Next State

Recompute Estimate of Next State Deriviatives

Promote the Next State to become the Current State 
and Advance Time

Yes

No

Fig. 2. Basic Transient Simulation Flow. The highlighted portion is the Newton-Raphson
loop.

construction and UMFPack was used for dynamic LU decomposition. The third and fourth

version both use the traditional sparse matrix approach for representing the Jacobian and

LU decomposition. The third version uses UMFPack for LU decomposition while the fourth

version uses SuperLU.

In order to compare the computational effort used by all four variants, Intel’s VTuneTM

performance analyzer was used to measure resource utilization through a single iteration
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of the Newton-Raphson loop, which is highlighted in Fig. 2. All four versions performed

the same computational work: they started from the same state, performed essentially the

same computations, and found state updates that were identical within the computer’s

precision; the only distinctions were the degree of a priori symbolic processing and the

LU solution technique. The results of several interesting metrics are provided in Table I.

Because individual raw results would vary from processor to processor and implementation

to implementation, raw data, which is from an 1.6GHz Intel Duo Core processor, is provided

only for the fully symbolic variant. All other data is normalized with respect to the fully

symbolic version to contrast the computational differences of each approach.

The data in the table provides corroboration of all of the computational advantages of

symbolic computation presented in Sections II and III:

• Symbolic LU decomposition provides the most significant speedup in execution time

(over ten times faster than merely using symbolic decomposition for Jacobian construc-

tion). This is due primarily to eliminating overhead of indexing and bounds checking

of sparse matrices

• Symbolic LU construction uses 55% fewer floating point operations than the sparse

implementation and only 5.2% the total number of operations

• All the versions using sparse representation access data memory more than twenty

times as much as the fully symbolic version

• The symbolic version, which used fewer instructions overall, consequently required

fewer instruction fetches. However there was little re-use of instructions compared

to the sparse approaches, so instruction cache utilization did not show a significant

improvement

• For the system being used, the fully symbolic version had a small enough data footprint

to almost completely fit in cache, reducing the penalty of data access

• Pipeline utilization is very high for the fully symbolic approach, indicating that all units

of the processor are being fully utilized. The sparse techniques rely on short loops and
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conditionals which depend on the sparsity pattern of the matrix, they under utilize the

pipeline due to branch mis-predictions

Symbolic decomposition also achieves better optimization for the target computer archi-

tecture. It would be both difficult and time consuming to develop a symbolic reduction

process that directly produces an executable. Instead, the decomposition process produces

data in an intermediate format, the C language in this case. A traditional compiler was

used to optimize the minimized set of equations for the target architecture. Fig. 3 shows an

example of how the compiler has taken specific measures to optimize a set of equations for

the underlying architecture. In this case the compiler made three significant optimizations: 1)

it identified commonly used sub-expressions (I.e., sin
(
θ9 − δt+∆t,9 + π

2

)
in the Fig. 3) and

only computed them once (a traditional approach would compute each multiple times), 2)

where both the sine and cosine of an expression were used, a single function was called once

to obtain both values, and 3) computation and I/O were interleaved in order to maximize

processor utilization.

V. CONCLUSIONS

The basic ideas here are largely a continuation of [5], however two significant extensions

are presented here: 1) the technique is extended to dynamic simulation, and 2) here even the

LU decomposition is factored symbolically, which has limited applicability but yields a ten

fold increase in run-time. The speed advantages of symbolic LU decomposition are primarily

due to a reduction in the number of operations actually required for processing resulting

from eliminating the loops of sparse representations, the reduction in memory access due to

the elimination of the additional indexing of sparse matrices, better utilization of compiler

optimization for the underlying architecture, and better utilization of the processor’s pipeline.

REFERENCES

[1] P. Forsyth, R. Kuffel, R. Wierckx, J.-B. Choo, Y.-B. Yoon, and T.-K. Kim, “Comparison
of transient stability analysis and large-scale real time digital simulation,” in Power
Tech Proceedings, 2001 IEEE Porto, vol. 4, Porto, 2001.



69

; Generated Source Code:
; j38 = −16.45 · V9 · E9 · sin

(
θ9 − δt+∆t,9 + π

2

)
movsd _2il0floatpacket.2 ,%xmm0 ; xmm0=π

2
addsd −24256(%ebp),%xmm0 ; xmm0=π

2
+ θ9

... ; interleaved instructions working on other
; operations

subsd −24992(%ebp),%xmm0 ; xmm0=
(

π
2

+ θ9

)
− δt+∆t

call __libm_sse2_sincos ; The compiler identified that sine is used
; in j38 and cosine is used for j39.
; Both are computed simultaneously
; (xmm0=sin(... ), xmm1=cos(...))

movapd %xmm1,%xmm5 ; xmm5=cos(...)
; Generated Source Code:
; j39 = 16.45 · V9 · E9 · cos

(
θ9 − δt+∆t,9 + pi

2

)
movsd %xmm0,−24216(%ebp) ; Save sin ( ... ) for use in j213 and j1189

...
movsd %xmm5,−24208(%ebp) ; Save cos( ... ) for use in j1185

...
movsd %xmm4,304+j ; Save the computed value of j38

...
movsd %xmm2,312+j ; Save the computed value of j39

Fig. 3. A Fragment of the Assembly Language for Construction of Two of the Elements of
the Jacobian (j38 and j39). The compiler has optimized for the target platform in a number
of ways: using SSE2 instructions, only computing common sub-expressions once, efficient
use of a single function for both sine and cosine, and interleaving of operations to balance
memory access and compute time.

[2] K. Anupindi, A. Skjellum, P. Coddington, and G. Fox, “Parallel differential-algebraic
equation solvers for power system transient stability analysis,” in Scalable Parallel
Libraries Conference, 1993., Proceedings of the, Mississippi State, MS, 1993, pp.
240–244.

[3] W. Ren, M. Steurer, and S. Woodruff, “Progress and challenges in real time hardware-
in-the loop simulations of integrated ship power systems,” in Power Engineering
Society General Meeting, 2005. IEEE, June 2005, pp. 534–537.

[4] U.S.-Canada Power System Outage Task Force, “Final report on the August 14th
blackout in the United States and Canada: Causes and recommendations,” April 2004.
[Online]. Available: https://reports.energy.gov/

[5] R. Bacher, “Computer aided power flow software engineering and code generation,”
IEEE Transactions on Power Systems, vol. 11, no. 1, pp. 490–496, 1996.

[6] P. Anderson and A. Fouad, Power System Control and Stability. IEEE press, 1994.



70

[7] M. Crow, Computational Methods for Electric Power System. CRC Press, 2003.

[8] R. Yuster and U. Zwick, “Fast sparse matrix multiplication,” ACM Trans. Algorithms,
vol. 1, no. 1, pp. 2–13, 2005.

[9] T. A. Davis, “Algorithm 832: UMFPACK v4.3—an unsymmetric-pattern multifrontal
method,” ACM Trans. Math. Softw., vol. 30, no. 2, pp. 196–199, 2004.

[10] J. W. Demmel, S. C. Eisenstat, J. R. Gilbert, X. S. Li, and J. W. H. Liu, “A supernodal
approach to sparse partial pivoting,” SIAM J. Matrix Analysis and Applications, vol. 20,
no. 3, pp. 720–755, 1999.

[11] P. R. Amestoy, Enseeiht-Irit, T. A. Davis, and I. S. Duff, “Algorithm 837: AMD, an
approximate minimum degree ordering algorithm,” ACM Trans. Math. Softw., vol. 30,
no. 3, pp. 381–388, 2004.

[12] F. Alvarado and Y. Liu, “General purpose symbolic simulation tools for electric
networks,” IEEE Transactions on Power Systems, vol. 3, no. 2, pp. 689–697, 1988.

W. M. Siever received his B.S. and M.S. in computer science in 1997 and 2000, respectively,

from the University of Missouri - Rolla, where he is currently pursuing his Ph.D. in computer

engineering. His interests include computer architecture, artificial intelligence, and common

sense engineering.

D. R. Tauritz D. R. Tauritz is an Assistant Professor of Computer Science at the University

of Missouri-Rolla. He received M.S. and Ph.D. degrees in Computer Science from Leiden

University in the Netherlands in 1996 and 2002, respectively. His research and teaching

interests include Evolutionary Algorithms, Artificial Intelligence, and computational methods

for Critical Infrastructure Protection.

A. Miller is the Cynthia Tang Missouri Distinguished Professor of Computer Engineering

at the University of Missouri, Rolla. Her technical interests include security and reliability

of large scale networked systems. Miller has a Ph.D. in mathematics from Saint Louis

University. She is a senior member of the IEEE and the IEEE Computer, Communications,

and Reliability Societies.

M. L. Crow received her BSE degree from the University of Michigan, and her Ph.D. degree

from the University of Illinois. She is presently the Dean of the School of Materials, Energy,

and Earth Resources and is the F. Finley Distinguished Professor of Electrical Engineering



71

at the University of Missouri-Rolla. Her area of research interests have concentrated on

developing computational methods for dynamic security assessment and the application of

power electronics in bulk power systems.

B. M. McMillin is a Professor of Computer Science at the University of Missouri-Rolla.

He received the Ph.D. in Computer Science from Michigan State University in 1988 and the

BSEE and MSCS from Michigan Technological University in 1979 and 1985, respectively.

His research focuses on Fault Tolerance, Distributed Computing, Formal Methods and

Security for critical applications. He is a member of IEEE.

S. Atcitty received the B.S. and M.S. degrees in electrical engineering from New Mexico

State University, Las Cruces. Currently, he is a Power Electronics Consultant with Energy

Storage System Program at Sandia National Laboratories, Albuquerque, NM. His research

interests include high-power electronics and applications in power systems.



72

SECTION

2. IMPACT AND FUTURE WORK

The four papers included contain a variety of components necessary for the further

study and utilization of FACTS technology. Not only has an estimate of UPFC impact been

presented, but a full plan to study their potential in steady-state control has been developed.

In addition, a high speed power system simulator is provided which can substantially improve

the e�ectiveness of the full study.

2.1. UPFCS

Future work in power system studies includes actual implementation of the simulation

proposed and evaluation of its e�ectiveness. If it is found to be e�ective and provide guidelines

for better utilization of FACTS technology, the basic simulation can be updated to include

real topologies and more realistic line failure models.

2.2. HIGH-SPEED SIMULATION

The fundamental ideas behind high-speed power simulation via symbolic reduction can

be applied to a number of research problems and expanded to provide a more comprehensive

means of developing simulations.

First and foremost, a more comprehensive study of the use of static LU decomposition

should be performed. Simulation work often relies on accurate solutions to linear systems that

may become brittle with the form of static decomposition presented. Further investigation

can determine a means of specifying which elements or combinations of elements should be

allowed to be removed without impacting the numerical stability of the solution.

Parallelization is another signi�cant area of extension. The technique can easliy be used

to divide computation into �ne grained, parallizable units. Such �ne grain parallelization does

not work well with many traditional parallel and distributed computational models, but may

be ideal for recent delvelopments in general computation engines for high-end graphic and



73

physics processors. These processors typically utilize many parallel computational pipelines

which could be used to provide sigini�cant computational speedup while using commercial,

o�-the-shelf parts.
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